Лекция 5. Непараметрические методы: kNN, ядровые оценки
1) Что значит “непараметрические” методы
В параметрических моделях мы заранее предполагаем форму распределения (например, Гаусс) и оцениваем параметры .
Непараметрические методы не фиксируют форму распределения заранее: модель “подстраивается” по данным.
Плюсы:
· гибкость (работают при сложных распределениях),
· простая идея,
· часто дают хороший baseline.
Минусы:
· могут быть медленными на больших данных,
· чувствительны к масштабу признаков,
· требуют настройки гиперпараметров (k, ширина окна ).

2) Метод k ближайших соседей (kNN) — классификация
2.1 Идея
Для нового объекта :
1. найти ближайших объектов из train (по расстоянию),
2. выбрать класс большинством голосов.

где — индексы ближайших соседей.
2.2 Расстояние (metric)
Чаще всего:
· Евклидово: 
· Манхэттен: 
· Косинусное расстояние (для текстов/векторов направлений)
Важно: если признаки в разных единицах (например, мм и Вольты), один признак “задавит” другой → нужна нормализация.
2.3 Взвешенный kNN
Соседи голосуют с весами, убывающими с расстоянием:

Тогда решение:

2.4 Как выбрать 
· маленькое → низкое смещение, высокая дисперсия (шумно)
· большое → выше смещение, ниже дисперсия (сглаженно)
Обычно выбирают по cross-validation (например, 1…30).

3) kNN как оценка плотности и связь с Байесом
kNN можно трактовать как способ оценить плотность:
Пусть — объём области вокруг , в которой содержится ближайших точек из .
Тогда:

Если оценивать отдельно по классам, можно получить приближение и использовать байесовское решение.

4) Ядровая оценка плотности (KDE, Parzen window)
4.1 Задача
Оценить плотность по выборке без предположения о форме распределения.
4.2 Формула KDE

где
· — ядро (kernel),
· — ширина окна (bandwidth),
· — размерность.
4.3 Типы ядер
· Гауссово ядро:

· Прямоугольное (“box”)
· Эпанечникова (оптимально по MSE в некоторых условиях)
На практике чаще используют гауссово — оно гладкое и удобно.
4.4 Роль bandwidth 
· маленькое → плотность “рваная”, переобучение (overfit)
· большое → слишком гладко, теряются детали (underfit)
подбирают по CV или правилам типа Silverman (в 1D), но чаще — по validation.

5) KDE для классификации (Parzen classifier)
Для каждого класса оцениваем условную плотность:

Дальше применяем Байеса:

Это непараметрический байесовский классификатор.

6) Сравнение kNN и KDE
kNN:
· не строит плотность явным образом (может, но не обязательно),
· быстрее в настройке (нужно выбрать k),
· простая интерпретация.
KDE/Parzen:
· явно строит плотность,
· нужно выбрать ядро и ,
· становится тяжёлым при больших .

7) Практические проблемы и решения
7.1 “Проклятие размерности”
При больших расстояния становятся “похожими”, локальность теряется.
Эффект: kNN и KDE резко ухудшаются.
Решения:
· нормализация + отбор признаков,
· PCA / LDA / автоэнкодер,
· использовать более подходящие метрики.
7.2 Скорость
kNN требует поиска соседей среди всех train объектов: на запрос.
Ускорение:
· KD-tree / Ball-tree (для малых d),
· approximate nearest neighbors,
· предварительное уменьшение размерности.
7.3 Нормализация признаков
Обязательно:
· z-score: 
· min-max: 

